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ADSTRA(.T

(-otllputtit it)nill methods und s(~lutlon procedures used in the US Nuclear

Regulirtory (~ommission ‘s reuctor SilfCt~ systems codes, Trunsient Reirclor Anti lysis

Code (Th!A(’) tird ~ei~ct(~r Le[~k tind Power Sal”ety Ilxcursion (.(~dc (RIILAP), tire

reviewed. Methods used in T1/A(.-Pl’l/MOl)l, includlng the :;tubil ity-enhtincing twi)-

step (SI;TS) techniqLe, which permits fust cOlnplltiltiOns by ol lowing time steps

lurger than the mirter]ul (:ourunt stability limit, tire described in (Ietil]l, tind

the difi’ererces from NllLAP5/h#)lJ2 ure noted,

Developments ]n computing, including purilllel und vector pr(~ccsslnfl, ilnd

their npplicubility tt} nl.lcleilr reuctor sufcty Uode% ilrc des~rihcd, These

dcvclopm~nts, coupled with uppropriutc numcricill mc th(ds , tniike deto

fu~ter. tllun-reul-tinlc reuct(~r s,il’cty unulysis u reul istic nc;lr-term p(lssibil

.——..

‘Thi~ work wus funded IIY the US Nu~lcilr k!c~ul;ltorv (’mnmlssi(~n, (jl’l”icc (JI’ Nuc

ltcgulo!(~ry i/esc/llch, I)ivirii(ln (~1’ Al:(idcnt l:vtilu~~tit~n,
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ty.
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1. lNTRODUCTIO!’I

In this paper we describe the computational methods used in the reactor

safety codes sponsored by the US Nuclear Iiegu]titory Commission (NRC). These

methods are embedded in ~he Transient Reactor Anaiys]s (’ode (TRAC)’ and Reactor

Leak and Power Safety Excursion Code (RELAP): that we,e developed at Los Alawos

Nationtil Laboratory and Idaho National Engineering Labortitory, respectively.

These codes have different histories and differed significiintly in their etirlier

versions. However, in rece,lt yetirs, RELAP5 has adopted u six-equation two-flu]d

model f“or twc-phtise flow that is quite similar to the model used in TRAC, uncl

RELAPS/MOD2 has incorporated a variation of the stability-enhancing two-step

(SETS) method’” used in the TRAC-PFl/MO!)l series for solving these equations.

13ecuuse of these simil~iities, we desc;ibe only the TRAC-PFl/kK)i)l methods in

detail and note the key differences from I?LLAP5,

Most of the programming for these safety codes predates the availability

of modern mochine tirchitectures embodying vector and purullel processing and

requires c!]anges for optimal use of current ani~ future c~~m~uterso Section IV

describes trcIIds ir, computer development, and Section V out! !nes some o f the

changes required for these codes to take iiCiVtintiige 01 the new machines,

Fortunately, no major changes will be required in the underling methods to use

these machines effectively in the foreseeable future,

Combined use of numerical methods, such iIs SETS, thtit iIlic,w large time

steps and of programing optimized for new machine tirchitectures is an importiint

new too] for retictor stifety analysis, TRAC-PFl/Mol)l alre~ciy hiis demonstrated

the ciiptibility to analyze smiil ]-break transients of an 80-node plont nmie] at

5 to 10 times faster than real-time using SIITS i,l sctiltir mode on ti Cray-1

computer, A 139-node model h~s be:n run at 1,] times f’aster thiin reu]-time on iI
Cruy X-MI) wit), 4 central processor units (CPUS) using iI version of RI:LAP5/MODl

restructured for concurrent multiprocessing, s By taking full tidvtinttige of

stahili tY-enhuncing numerictil methods and more powerful muchines, bi~ttl t}le level

of’ dettiil tincl the calcula(ionul speed can be improved significtintly. These

udviinccments open possibilities for tintilysis of pltint a~cc idents while they tire

in progress tt~ provide guid~nce to operUtors on the safest wuy t~~ control the

trunsient,

11, (’OMPUTATION:$L” Ml: TiK)[)S

The bilsic equiit ions used by TR,A(- to model tw(~-phtise flow f’ol 10W,

Liquid Muss I;quiition

i)(l - (l)P~

—aT----
+ v , [(1 . O)P/;t]= - 1“ , (1)



-3-

Combined Vapor Mass Equation

Noncondensable Gas Mass Equiit ion

a(~fla)

at
+ v * (aPa;g)=() .

Solute Concentration Equation

a(l - ajmpl

at
+ v “ [(1 - a)m~f;l] = Sc .

Combined Vapor Equation of Motion

+ +
v

s
- V/l

~uid Equation of Motion

(2)

(3)

(4)

(5)
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Combined Vapor Ener2y Equation

~ (aPgeg) + V ● (aPgeg~g) = - p ~ - pV * (a;g) + qwg + qig + ‘hsg “

Tatal Ener2y Eqll;jtion

a[(; - a)~tez + aPgeg]

at

(7)

In these equations. the vupor densities and ener~ies are sums of the steum

and the noncondens~ble components, and we assume Ddlton ’s luw fipplies,

The only significant difference in the equut ions used in REL,4P5 is the

addition of virtuiil mass terms to the momentum equations, Our experience hus

been that use of appropriate virtuol mass coefficients does not significantly

improve calculat ional results, although unrealistically large coefficients can

be used to dump numerical problems, Virtuti] muss terms ndvc the disadvantage

that eiich motion equtit ion contains spatial derivtltives Of both liquid tind vapo;

velocities, When upplying a SE”r!i method, these derivatives complicate the

coupling between equtitions and resu

motion equations,

T(} demtlnstrtitc the numerical

we consider i] simplified mode] for

The differential equations for this

ap
+ v “ Pv =() ,

z

apc
+ V ● PeV =

-K
-pv~V+h (T-T),w

It in htiving to solve ti ltir;;er mi]trix ftlr the

methods u~ed tt~ solve these flow equations,

One-dimensitlniil single-phuse, i’low il~ 0 pipe,

mt~del ure

il nd

(9)

(10)

av +v*vv=-
Z

;vp- K V [VI , (11)
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Here, K is a wall friction coefficient that may be a

fluid properties, h is a heat-transfer coefficient

transfer iireu per volume of fluid, and Tw is a pipe wiJ1

function of velocity and

multiplied by the heat-

1 temperature.

A staggered spatial mesh is used for the finite -diff’erence equations with

thermodynamic properties evaluated at the cell centers and the velocity

evaluated at the cell edges. only difference equations on the one-dimensional

version of this mesh are demonstrated, but the generalization to two- and three-

climensional version:; is not difficult, To ensure stability, flux terms at cell

edges use donor-cell averages o; the form,

<Yv>j+~/~ “jvj 1/2 * ‘j+l/2 2 ‘) 3

‘j+lvj+l/2 ‘ ‘j+l/2 < ‘) “

Here, Y may be any state variable. With this notation, the one-dimensior,d!

finite-difference divergence operator is

‘Aj+]/2 ‘yv>j+l/2 ‘“ ‘j-~/~ ‘yv>j-l/2)
Vj ‘ (Y’i) = - —

Vol
,

J

where A

becomes

(13)

s the are~ of the cell edge and vo] ., the cell vo ume.
,1

The term VV\

yj+l/2 (vj+l/2 - vj-1/2)
‘j+l/2 ‘j+l/2 v =

Axj+l/2
“j+l/2 ~ ‘) ‘

‘1+1/2 ‘vj+3/2 - ‘j+l/2)--A.— , v
Axj+L’2

j+l/2 < ‘) ‘
(14)

where Ax ,/2=().S(Axi+Ax l). This chtlice of’ AXI+1,2 f’or Eq. (6) is

necessary llorrnoreticcurute cli’l~ultit!onof prcssurf=drt)ps lnp]pes m{,deleclwitll

d nonuniform mesh thin is provided with ii
“’’nor Cc’] ‘4xj+l/2”

The SI;TS method elimlniite~ the mtiteriul (’t~urtint sttibility limit by iiddit)g

a sttibilizer step to the basic semi-implicit s[~lut ion technique. For the I lt~w

model given by I;qs. (9)-(11), the ct,mblntition of busic and st~bi]izer equi)ti[)ns

cun be written in severul wuys WI th(lut signif’iuiintlV tif’fccting the ~esults.
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When the SETS method is adapted to the two-fluid mode] for two-phase flow,

several orderings of the difference equations can cause growing oscillations

from feedback through interracial friction terms. Some of these feedback

problems are rather subtle and occur only when the one-dlrnensional mesh fo~ms a

closed loop. One ordering that is always stable begins with the stabilizer step

for the equations of motion, continues with a solution of the basic equation set

for all equtit ions, and ends with a stabilizer step for the mass and energy

equations. l:or this ordering, the SETS I“inite-difference

Eqs. (9)-(11) are

equations for

Stabilizer Equation of Motion

( @+l
“~+1/2)J+l/2 -

+ “7+1/2vj+l/2
in+] + (3 (i::;/2 -

J+l/2) Vj+m @
v?

At

+
1

(P;+l - P’jJ + K~+l/2
(2 ~n+l

,+1,2’’V;+,,2’ =() ,(15)
“nJ+l/’2 -

<~>;+@xj+l/2

where

o = () Vn<o,‘ vj+l/2

1 in>();“’ vj+l/2

Basic f;guat ions.—

(vy;/’2 - ‘7+1/2) + vn ‘n+l
j+l/2 vj+l/2 vAt

•+ O (v7~;/2 - Vn ~n + 1 -n+l ~——
~+1/2)vj+l/2 (F:i; .- P,

<~’~+1/2*xj+l/2

“ ~7+1/2
(2 vnJl

“;+l/2)’v;+l/2 ‘
=();

1+1/2 -
(16)
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(Zjn+] Fjn+l - P; e?)
+ Vj ● (PnenVn+l)

At

-n+l-n+l v , (Vn+l) - ~! (Tn, - T.+ pj
j .l WJ

~ ) =() ;

and

Stabilizer Miiss and EnerRy Equations

( ~~+1 - P~>
+V.”

At J
(pn+lVn+l) = 0 ;

(pn+lejn+l - P~e~)
.I +V’ (pn~len+lvfi+l ~

At ‘ J

-n+l ~ ,+ pj
s

(Vn+’) - h; (T:i - ;:+l) =() .

(17)

(18)

(19)

(20)

A tilde above a varitible indicates that it is the result of an intermediate step

and is not the final value for the time step. The material Courant stab) lity

limit is eliminated by treatment of the terms VW, V ● PV, and V o Pev during

the two steps. Additions] robustness hus been obtuined with the particular form

for the friction terms and the use of nonzero viilu~s of fj in the VVV terms,

These special terms for friction tind VVV are obtuined by Iilearizin

terms

,vn+~ similtir

that are fully implicit in velocity q+l/2 vJ+l/2 j+l/2’ and
Vn+l

J+l/2vj+l/2
Vn+l )0

Lquations (16-18) are very similar to a one-dimensional single-phase

version of the difference equations traditionally used for the TR.AC vessel

component. These semi-implicit equations can be obtained by dropping al] tildes

from Eqs. (16)-(1~) and re 1~’.cing
? ,Vn

the VVV and friction terms in Eq. (16) with
v?

+1/2 ‘j+l/
$

Vn and Kn Vn+{+1/2 j+l/2 ‘,’ respectively The differences between

tie one- an three-dimen; lonul ‘equations hove been eliminated in the nuclcur
plunt analyzer (NPA)6 extension of TRA(:, With this most recent extension of the
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codc , the three-dimensional difference, equations arc a straightforwj!rd
generalization of the original one-dimensional SETS equations.

The RELAP5 equations differ from this vcrsil~n because they elimintitc
Eq. (15) and evaluate the spatiul diffcrcncc of velocity in I;q. (19) at the new
time ICVC1. This change provides the most efficient way of dchling with the
presence of the virtual mass tcrrns in the full two-fluid equations.

The heat-transfer term ~nf.T~ - Tn+]) is written in this form to minimize
coupling between the hydrodynamic and heat-transfer solution procedures. To

;n is fin average of themaintain stability in regions nf rapid change in h,
heat-transfer coefficient evaluated at ~lmc level n and the averaged coefficient
from level n-1 (in = 0,45 hn + ().55 hn-]). An Cxpcrimcntal version of

~&i:~~YD]T’+] ~~;~ t s
with fully implicit he~t-transfer terms

Current versions of RFL.4P5 cvaluute Tw at the new time
level.

Equation (15) simply represents a tridiagonal lineiir system in the unknown
~n+l and is solved fi]st. Next, t~ie coupled nonlinear system given by
Eqs. (16)-(18) is solved. An important differcn~e bctwccn TRAL’ and RELAP is
that TRAC proceeds with an iterative solution of these nonlinear equations
whereas RELAP solvcs only the first Iincar approximation. Details of the
solution procedure for these equations are presented in Sec. 111. once these
equations arc solved, Vn+l is known: hence, Eqs. (19) and 20) arc slmplc
tridiagonal linear systems, with unknowns ~n+l and pn+le .n+ f respectively.
When this equation set { ‘netwrks or tois adtiptecl to flow i+ comulex~pip ng
multidimensional flow, the tridiagonal structure is lost, However, the matrices
arc still sparse and, easily solved.

A standard linear stability analysis predict~ unc(~nditiGnal stability Ior
this set of difference equations; this result has been verified by a lurgc
number of computational test problems. However, at very large time steps.
functional forms for the friction factor containing iI strong velocity dependence
can drive instabilities, as can a strong void-fraction dcpcndcnce for
interracial friction in the two-fluid model. This is why the method is rcfcrrcd
to as stability enhancing rather than unconditionally stable.

Because the basic form of the finite-difference operatc)rs (both spatial
und temporal ) is consistent between the two steps, the order of ticcuracy of the
full SETS equations is the same (first order in sptice and time) as the basic
semi-implicit Eqs. (16)-(18). This consistency appears necessary to prevent
feedback oscillations between the two steps, It also h~s the advantage of
ensuring thtit, for modest time-step sizes. the res~lts of any Sl~TS calculation
approach those of the basic semi-implicit equations.

The SETS method is especially valuable when applied to the full two-fluld
model for two-phase r]Ow. For this mcwle], the stabilizer equations add lCSS
than 2(F% to the computational cost pcr cell pcr step 01’ the basic equation set.
A Iully implicit method multiplies this cost by iI ftictur of 6. The full finite-
differencc equot ions for the two-fluid mode] ore given in the TRAC-PFl/hODl

manual. 1
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111. SOLUTION o~ m RAsIc EQUATION SET

For TRAC, the first step in the solution of” the basic (semi-implicit)

equation set rearranges the motion equation to obtain the new time velocity as a

linear function of new time pressures. For Eq. (16), this step results in the
relation,

(21)

where i = j + 1/20 Given this relation, the derivatives of velocity with
re;pect to pressure are

<P>~Axi(l + K~At lk’~1 + AtPVi@)

dvn+l
J+l/2

n+l “dpj

(22)

(23)

Equation (21) and thermodynamic equations giving P(p,T) and e(p,T) are

substituted into Eqs, (17~+1and (18) ,to give a coupled system of nonlinear
equations with unknowns p ard Tn+[ (tildes have been dropped to simplif:y
notation). Solution of ‘this sys~em is r)bta ’ned wi~~+la standard Newton
iteration. Given the latest estimates of p’;+ 1 and T. for pressures and

temperatures,
J

we assume the solution is

n+ 1
Pi ‘n+’ + tipj= pj (24)
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and

Tn+l = T’. n+l + tiTj .
.l 1

(25)

After substituting f~qs. (21)-(25) into the basic equation set. making the

necessary Taylor series expansions, and dlsciirding nonlinear terms in bp and

bTj. the resulting linear mass and energy equations are
J

= P? - P’.n+l
J

- At V. .
J

(Pw’n+l) ;

and

(~jn+lXln+l + en+l~ n+]
a-f J J a-f .l

+ At ~~+1 ) 6Tj

+ (P:
n.+l~t’ n+] + e!n+l~p’ n+]

,1
—. + At F’j ● V’ n+l) bpl

-~ ~ .l ap J

Aj+:/2 ‘+ dv;:;/2- (P;n+l
+ ~:+1/2e7+l/2)( v,)], )(6Pj+l - 6P1)

J
n+ldpl
..

At (JV?+l
- (Pjn+l + p~-1/2q-l/2

)(h&- @;2)(6Pj - ?JPj-,)

.l dpi

(26)

~n+l= p~er~ - Q e ~n+l
J J

At [Vj
, ~i~envtn+l ,n+lv ,Vtn+l -

+ Pj
~n( Tn

.i
Tn+l)] ,

‘.l w,j- J
(27)
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The no~mtil procedure for starting this linearizat!;~lis to make ~;+~nititil

estimate for the new time pressure and temperature of D = on and T = Tn.

However,
. . ‘

when SETS is used, ~n extra call lo the thermodynamic subroutines

be saved by taking p’n+] = pn and T’n+l = Tn.

-an

Equations (26) and (27) can be abbreviated as

6Pj)
B(

~ 6T. = Ej ‘Sj(aPj+] - 6Pj) - ~j(6Pj - 6P1-1) ,

J

(28)

where B is a 2 x 1 atrix. For the one-d]~enslona] numerics, this equa~lon IS

multiplied by B-l in the first step of the solution (accomplished with a linear

system solver), wt,ich yields

6Pj-]-d~,j , * (1 +d~ i + C~ ,j)bpj “i,j 6pj+l ‘bi,j
(29)

,.

and

6Tj =b2 1 + C2, j(6pi+1 - hpj) - d2 I(hpj - tjpi-l) ,
$. ,.

(.30)

where ~’ = ll-lb etc. AII coefficients are stored, and then the set f~f

equatior.s repre~’rnted by Eq, (29) is solved ~or all tipi, Final!y, the known

values f,.r pr~:;sbre variations are substituted intb Eq, (30) to obttiln

temperiiture cha~ges and used with Eqs. (22) and (23) to obtain uplli]ted
velocities, Given these changes, the next estic,tites for new time pressures iInLI

temp,artitures are generated and used to Obtain ~cns]tles and cner~les, II

changes in fIT and hp are too liirge, the~e estimates tire used in Eqs. (24)

iind (25) to ~;lineurize for another iteration ~)i the (~ne-dimensic~nal equa! l(~ns.

As previously noted, the three-dimensional f’lt~w’ equiiti~~rf are not relinearized,

in this case, time-step controls tire ‘J3-J fo v,Ire the accurucy Of u sl:)~]c

linetirizut ior.

Note trom the form 01 Iiqs, (26) and (27) thiit the Jii:obi;in f’or the system

is reevaluated bn euch iter~tlon, Yllis ree.~tiluat ion t,lilv not illWil~S be necessary

but, for steam-wtiter flows with Pt]ii\ chan~,e, it is often imp(~rttint for rtipid

convergence 01’ the iteri.itionc

The l?!{LAl)S solution proce(!ure is nc~cssarily difl”erent, The basic tr]ilss

and energy eqlltitions ore solved tn c~btain the fundtimellti(l v~iriilb]es as functi~}ns

of’ the unknown new time cell-edge ve loci ties:,, This solution provides iI l~near

relation between the pressure and velocities, which is substituted i]ltl) ti,c
finite-difference momentum equation to obtuin ii 1 inetir yy:;L~nl dith Only

velocities ii~ the unknowns. When two-fluid equotit)ns tire sol~?ed, this procedure

;esults in iI single linear system coupling both liquid and vapor vclocltics wit})

twice the bundwidth of the ktiindilrd Sl~TS motrices,
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IV. (X)MPUTER HARDWARE

Until recently, the dominant computer architecture has been the simple

serial computer. on this machine, each instruction of u givrn type must be

complete before the next instruction of this type can be initiated. For

example, if two different additions must be performed, the first pair of numbers

is provided to the adder: then, the computer must wait until the resuit is

stored before the second piiir of numbers can be sent to the adder.

one improvement over standard serial processing has been available for

about 2S years. With the pipelining process, it is possible to send a second
pair of numbers to the adder before the result of the first addition is

available, consequently, ihe total time for the t W(l additions can be

significantly less than twice the time required to complete u single addition.

This advuntage improves with r,mltipl icat ion, but the original pipel ined mach]nes

did not provide this fetiture for division.

The moir dis~dviintage of the original pipelining concept WiIS that nc

systemtitic method was providta to keep the pipelines full. This prob]em has

been addressed with modern vector processors such os the (’ray-l, (XBER 205,

FA(X)M VP-loo,” and Hitachi S810/20.” I{tirdware ilnd compi ler fetitures thdt

recognize when long strings of operations tire available for pipellnc processing

htive been provided. A vector processor curries out i(.ienticol computations on a

set of tirray el?ments, (consequently, u distidvantage of these vector machines is

thiit ii substantial amount of care must be devoted to coding of’ algorithms und,

in some CilSeS, to choosing the type of” algorithm t[~ ttike 1’uII advtint~ge of the

vector feutures. Software for automatic conversion of existing codes ?t) tuke

udvuntage of vector processing is still quite prirnitiveo Such conversion

produces source code that uppetirs quite different from the origintil and is

ciifl’i cult to modify iirld debug, Also, iil)totniiti~ converters cannot ttike tidvuntuge

o f’ informfit ion thdt is not in the ct~de but Illiiy he retidily tiVililtiblC to thC

prog,rilrnfller. However, sop!~ist icuted interdictive vectoriZers, such tis thdt

devel(,ped by l’ujitsu[’ in Juptin, are rapidly decreasing tt,e progr;lmmer time

reollircci to vectorize existing code tis well us to develop new vectorizccl code.

l’l~ese new vectorizers ;Illow the progriimmer to incorporiitc glohill inl’t~rmilt ion

relevunt to vectorizatio~ in the form of compiler directives und provide <leiir

expluntit ions of the retisons for fui]ure to vector ize.

Seriul, und to some extent vector. computers tlilVC lemdirlecl the d(~tninilnt

machines f“or high-speed computing for 40 years liirgel~ becuuse 01’ the rtipid

improvement in the speed 01’ the elect-onic circuitry, In recent yedr!;, the riite
o f improvement in basic processor speed hus slowed drilfllilticiill~, und stmle see

hardwtire reiichill: bilsic speed ]imits.q These lit,~itati~~ns hiI\c ucc~lcrtited the

use of’ piiriillel processing us o metins to achieve very high net ct)mpUtiItlI~nill

speeds, The bils]~ ide,l behind p;lrullel processing is thiit, if there are several

independent operilt ions to perform, they con be done concurrently on Sepilf’iltC

prf~cesst~rs, A piirilllel pr~)cessf)r differs from ii vector processor in thilt the

piiri]llcl or concurrent con~pltiiti(~ns do not have tt~ be identicul. All mti~(}t
supcrcomputcr milnUfilCtU1’CrS ilre working tf)Wilrd n)ilChlnes with 4 to 16 vectt~r

prtlcesstlrs, und !;omc nre n[~w off’crin~ the 4-process(\r units. Neseurch continues
on Illilu]llnes with rilr mt)~e units, s(~lllc l)il Vi ng o tli(~USilllll (~r rm~re units, A~aIn,

tllesc new urchitccturcs require nev softwtire, illl(l d:velt~pmcnt {)1’ uppropt’iiltC

Sof’tWilrC totls for ptiru] Icl I.~JmpUl in~ is illl ilttiVC ilrCil ~~1” current rrscilr~’11.
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The advent of new machine architectures opens the way for faster -thiin -

real-time detailed analysis for possible accident mitigation and recovery, A

less obvious advantage of parallel processing lies in calculations for

applications such as licensing. Both lRA~ tind RELAP are used on Control l)atti
corporation (CD(2) 76(.)0 computers to provide important information to the US NRC
that can be used t~ make licensing decisions, With the generation of 32-bit

processor chips and 64-bit floating-point coprocessor that are currently moving

into production, it will be possible to construct a small and inexpensive

parallel machine (four to eight units) wit], at least the speed of a CIX 7600,

This new hardware will exp~nd the availability of TRAC ~nd RILAP as analysis

tools. As the combination of hardwure and software improves, an important basis

for improved nuclear plant simulators will be provided,

v, lMPAcT (N: NEW HARDWARE oh! SAFETY mm

Both 11/A~ and Rl?LAP were written primarily for serial computation, The

major exception is the coding for the new three-dimensional Sl~’rS vessel in

TRA~-NPA, which was written with vtctorization in mind, optimal adaptation of

these codes to vector and partillel miichines will be time-consuming. However,

projects tire underwtiy to improve the perfortntince of b~th codes on the new-

generut ion compute~s, Iortuncte]y, the underlying equations ar.d methods in

these codes lend themselves well to both vector and ptirollel processing,

~alculat ion of all heat -transfer and fricticln coefficients are independent as

are the setup and initial reduction of the flow equations. The only

complication occurs in the solution of the TRAC pressure equution system

[Eqs. (17) ond (]8)1 or the analogous RELAPS velocity system (versions of RllLAl)S

wltht~ut Sl~TS UISO htive presslre equations), However, methods exist for

efficient solution of these equtit ions on vector und parallel muchines, and TRA(’

currently emp]oys u partitioning technique for the solution Gf the systetr in

OIle-dimensionill components tililt tidapts eusily to pdrtillel processlny,

k!llL,41)S/M(N)l hiis been vcctorized for efficient use Of ~ IA(’OM V})-joo” ~n{l

rur,s from 2.4 to 2.8 times fiister thtin the originu] SCillilr version, ~’ The

reprogrtinvn~d portion involved 10,(KM) lines und accounted f () 1’ 91% of the
computing time in the originol SCillilr Cillcllliltiorl, A simi]ilr estimtitc hus been

lllildc’ f’~~r the iltllollllt 01 r&prtlgrilmming necess:]ry to uttuin u Corllpilrill>lC speedup

lor TRA(’-Pl:l/MODI on (’ril~ ct)mputers,

The repr(~grumminy c(ft)rt is less if onlv p;lra]lcl processing is required+

Approxirniltcly 1,()()() lines need to be ctlan~ed or uddecl to use 2 to 16 piirullel

processors cfl’cctlvely, A subset ol’ TNA(’, which models flow in a single pipe,

hos been thr sut]ject 01’ ex!en~ivc testing in the }Ictcrogen cous-elcmel)t-proc essor

(11}11’) ilrclliteutllre a n d Wil S 9.{’1 ptlr~lllellZCd hy
u

srl!’-scheJul ing Cell

c(~mputtit it)ns, This sumc SJlh\Ct sh(lWcd il 3,5 speeciup on il four-processor (“roy

X-Mi)/48 using some eXpcr~mctltiil mi.rotaskin~ constructs. A pr(~lect t ()

par~lllelizc tl~c f’ull Tk\( N!JA version is in prt)gress, Numcricul experiments

performed [In il (’r[~,y X- Ml)/41i us ini: thr full Rl!l.AIJS/h#)l)l version nlreudv l]ilv~
shflwn wallclock pert’(lrmi~n(c in~prt~vcment s (}1’ ],5 to 3.() resulting ! r(m)

multiprocessing,
5

Althou}!h most rlear-term ChilnfC% t[~ INA(’ IIIId RI:LAI1 Wil ] I)c devotrd to

Incrcils in!! the speed 01” existing m{)delk, very higtl c’on)l)Uti itiollill” speed also will

permit u Icvcl of dctai I in mtdcl inti not prcvi(~usty pt~shihlc. I:or exampic , t hc
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addition of more difference equations to iil”low detailed time-dependent modeling

or flow regimes, front-tracking of concentration grtidients, detailed models of

the srowth of thermo] boundurv luvers at vertictillv strtitified interfaces, iind iI

rnodej

VI.

codes,

of turbulent mixing would be desirtib,e,

(WN~LLiSIONS

The use of improved numericti! methods in the Nl?(;’s reactor safety system

combined with code optimization for new supercnmputer iirchitectures, will

allow best-estimate engineering simulation ut substan~itillv luster thtin reul-

time, When combined with new microprocessor technology, these codes will be

tivallable to a wider range of engineers for detailed pltint on~lysis, often

running close t () rtol-tir.ie. lnus, new opportunities f i) r stife!y tintilysis,

operatt~r training, tind accident mitigati\ln will:, be created.
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